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1. Motivation
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Anomaly Detection for Prevention of Noncompliance

• Anomalous behavior often relates to 

noncompliant activities

• Anomaly detection is state-of-the-art in 
fight against credit card fraud 

− PayPal, AMEX, Visa, etc. are known to use 
anomaly scores to identify fraudulent 
transactions

• Anomaly scores are common features for 

risk analysis in diverse tax areas
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2. Autoencoder Basics
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Autoencoder – Intuition

Source: Gemini / Imagen 3 6



Autoencoder – Architecture

• Neural network composed of two components
− Encoder: Compresses the input data in a low-

dimensional representation
− Decoder: Reconstructs the input data from the low-

dimensional representation 

• The most important patterns and features are 
automatically extracted and stored in the 
compressed representation

• Anomalous data is reconstructed worse than 
normal data→ Reconstruction error serves as 
anomaly score
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Illustration Autoencoder. Source: van Engelen, Jesper E. and Holger H. Hoos. “A 
survey on semi-supervised learning.” Machine Learning 109 (2019): 373 - 440



Autoencoder – Customs and Tax Administration

• Autoencoders help to automatically identify unusual tax returns (corporate tax, income tax, 

VAT, etc.) and customs declarations

1. Compression of declarations 𝒙 = (𝒙𝟏, … , 𝒙𝒏) to few key numbers 𝒛 = (𝑧1, … , 𝑧𝑚)

2. Decompression of 𝒙 to ෝ𝒙 = (ෝ𝒙𝟏, … , ෝ𝒙𝒏) 

3. Computation of reconstruction error

− Overall: Re𝐸𝑟𝑟 𝒙, ෝ𝒙 = σ𝑖=1
𝑛 𝑥𝑖 − ො𝑥𝑖
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− On feature-level: Re𝐸𝑟𝑟 𝑥𝑖 , ො𝑥𝑖 = 𝑥𝑖 −  ො𝑥𝑖
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3. Applications
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Value Added Tax

• In Austria, companies submit their preliminary 

VAT return on a monthly/quarterly basis

• It‘s an overview of the value added tax 

− collected from customers (output tax)

− paid on business-related acquisitions (input tax)

• The difference of the overall collected and paid 

VAT is the amount of money that has to be paid to 

or refunded by the tax office
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Illustration VAT Return



Value Added Tax – Supervised Models
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Currently, we use autoencoder reconstruction errors of VAT data in two models:

• Risk Scoring: Preliminary VAT Return

− Goal: Identification of VAT returns where an audit leads to significant additional tax revenue

• Risk Scoring: Missing Trader Intra Community (MTIC) Fraud 

− Goal: Identification of companies involved in MTIC fraud

− Fraud pattern: Company B (missing trader) buys goods free of input tax from intra-community company 
A, sells them to a company in the same country and disappears before delivering the collected output 
tax to the tax office.



Value Added Tax – Data Selection/Preparation

• Selection of actual data
− Preliminary VAT returns of the previous two 

years
− No COVID effects

• Removal of sparse tax numbers (different 
from zero in less than, e.g., 4% of the cases)
− Often difficult to reconstruct and of limited 

utility

• (Optional) Removal of noncompliant VAT 
returns
− Some VAT returns are known to be 

noncompliant from previous tax audits
− Ideally, the learning should be from normal, 

i.e., compliant VAT returns
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VAT_99 Payment debit/credit

VAT_29 Sales - 10% tax rate

VAT_11 Sales  - export supplies

VAT_17 Sales - intra-community supplies

VAT_22 Sales - 20% tax rate

VAT_60 Total amount of input taxes

VAT_65 Input taxes from intra-community acquisition of goods 

VAT_72 Intra-community acquisitions - 20% tax rate

VAT_73 Intra-community acquisitions - 10% tax rate

Excerpt of VAT Numbers



Value Added Tax – Data Normalization

• Key challenge: detection of relevant 
anomalies and not just any anomalies
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• Normalization: divide by sum of all acquisitions 
and sales at row level to achieve anomaly 
detection independent of company size
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VAT Audit: ReErr vs. Compliance
(without data normalization)

VAT Audit: ReErr vs. Compliance
(with data normalization)



Value Added Tax – Temporal Dependencies
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VAT Audit: ReErr vs. Fraud
(without temporal dependencies)
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VAT Audit: ReErr vs. Fraud
(with temporal dependencies)
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Percentage of Noncompliance Percentage of Noncompliance

• Idea: Consider the history of tax numbers. Is 
the current VAT return suspicious compared 
to past ones?

 

• Solution: For each tax number, include also its 
mean value over the previous 12 months  

VAT Audit: ReErr vs. Compliance
(without temporal dependencies)

VAT Audit: ReErr vs. Compliance
(with temporal dependencies)



Value Added Tax – Variable Selection

Selection of variables where anomalies correlate with compliance
− Based on expert knowledge
− Based on dependence analysis and retraining
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Percentage of Noncompliance Percentage of Noncompliance
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MTIC Fraud: ReErr vs. Fraud
(without variable selection)

MTIC Fraud: ReErr vs. Fraud
(with variable selection)



Value Added Tax – Results

• Risk Scoring: VAT Return

− Feature importance: Reconstruction errors belong to the top 20%

− Most important ReErrs: VAT_60 (input taxes), VAT_72 (intra-community acquisitions), VAT_22 (sales - 20% tax rate), ...

− Individual ReErrs exceed the overall one in importance

• Risk Scoring: Missing Trader Intra Community (MTIC) Fraud 

− Feature importance: Reconstruction errors belong to the top 25%

− Most important ReErrs: VAT_65 (input taxes from intra-community acquisitions), VAT_22 (sales - 20% tax rate), ...

− Evaluations have shown that including ReErrs leads to a significant increase of model accuracy
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Import Customs

• Common noncompliant behaviors to reduce customs duties:

− Misclassification: Selection of a commodity code with a lower tariff rate

− Undervaluation: Declaration of a lower customs value (assessment basis for customs duty including invoice amount of 
the item + transport costs to EU border etc.)

• We perform a risk scoring of items for misclassification and undervaluation

• Autoencoder anomaly scores based on various variables:

− Commodity code

− Country of origin

− Type of transport to EU border (maritime traffic, rail transport, …)

− Mass (in kg)

− Customs value 

− Additional import duties (e.g.: anti-dumping duty)

− … 17



Import Customs – Data Preparation 

Similar to the VAT data, but additionally:

• Dummy coding of categorical data (merge rare categories into one)

• Standardization with respect to commodity code

− Commodity code is an essential variable since it determines customs duties

− Dummy coding is not an option since the number of different categories is huge and 

imbalanced, which makes it hard to learn useful embeddings

− Current solution: Smooth standardization of variables per commodity code
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Import Customs – Smooth Standardization

• Smooth standardization: ෝ𝜇𝑖
𝑠 =

𝑠𝑚𝑜𝑜𝑡ℎ ⋅ ෝ𝜇 + 𝑛𝑖 ⋅ ෝ 𝜇𝑖

𝑠𝑚𝑜𝑜𝑡ℎ + 𝑛𝑖
,   ෝ𝜎𝑖

𝑠 =
𝑠𝑚𝑜𝑜𝑡ℎ ⋅ ෝ𝜎 + 𝑛𝑖 ⋅ ෝ 𝜎𝑖

𝑠𝑚𝑜𝑜𝑡ℎ + 𝑛𝑖

− Ƹ𝜇, ෝ 𝜇𝑖: overall and groupwise mean

− ෝ𝜎, ෝ 𝜎𝑖: overall and groupwise standard deviation

− 𝑠𝑚𝑜𝑜𝑡ℎ, 𝑛𝑖: smoothing parameter and groupwise sample size

• Advantages

− The influence of the commodity code on size and scale is removed

− Product groups with extraordinary large/small values are not 
necessarily considered as anomalous 

− Rare groups get useful mean and variance estimates due to 
smoothing
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(Smooth) Groupwise Standardization



Import Customs – Results

• Feature importance

− Reconstruction errors belong to the top 25% for undervaluation

− No notable importance for misclassification

• Most important ReErrs: Transport costs to EU border, type of transport to EU border (rail 
transport), overall ReErr, etc.

• Next Step: Find a better way to include commodity codes
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Corporate Tax & Income Tax

• We perform a risk scoring of

− corporate tax returns (legal entities, i.e., companies) 
and

− income tax returns (natural persons, e.g., employees, 
self-employed individuals, etc.)

including:

o Attachments for business income

o Attachments for renting and leasing of real estate

o …

• Autoencoders are used for anomaly detection
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Excerpt of Income Tax Return



Corporate Tax & Income Tax - Results

• Overall reconstruction error belongs 

to the most important variables in 

supervised models

• Strong correlation with the target 

variable as illustrated in the figure on 

the right

22
P

er
ce

n
ta

g
e 

o
f 

N
o

n
co

m
p

lia
n

ce

Renting and Leasing of Real Estate: ReErr vs. Compliance



Pay Slips

• We perform a risk scoring of pay slips considering

− wage-related taxes and

− social security insurance contributions

• Autoencoders are used for anomaly detection

• Reconstruction errors belong to the most important 
variables in supervised models
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Pay Slip – Tax-Free Income : ReErr vs. Compliance

Percentage of Noncompliance
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Excerpt – Pay Slip



Final Notes

• Autoencoder architectures

− We used rather small architectures

− Between 2 and 7 hidden layers

− Less than 100 nodes with tanh activation per hidden layer

• Challenges to look for alternative solutions

− Sparse variables – Current solution: removal with sparsity threshold

− Categorical data with many classes – Current solution: smooth standardization

• To try out

− Consideration of full temporal history of variables

− First tries without models specifically designed for time series data did not show advantages
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Thank you for your attention!
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